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Plotting a More Confident Course: 
Rethinking Oversight of the Electric Sector 
and Critical Infrastructure Cybersecurity

Andy Bochman and Steven P. Bucci, PhD

Executive Summary

Over the past decade, the U.S. has witnessed 
unprecedented transformation of the systems 

that the electric sector uses to make, manage, and 
move power. Over the same period, legislators and 
regulators have become increasingly concerned that 
utility executives are not doing enough to improve 
defenses against increasingly numerous and capable 
cyber adversaries.

Those concerns have manifested themselves 
in multiple attempts to pass legislation that would 
mandate new cybersecurity requirements beyond 
the North American Electric Reliability Corpora-
tion’s (NERC’s) critical infrastructure protection 
(CIP). In early 2013, the White House issued an 
executive order that directed the National Institute 
of Standards and Technology (NIST) to work with 
industry to create a new cybersecurity framework 
for critical infrastructure, including the electric 
sector. While this framework is to be composed of 
voluntary standards, many are concerned that these 
standards will eventually be mandatory.

Instead of starting with onerous government reg-
ulations, policymakers should start by seeking a bet-
ter understanding of the current cybersecurity sta-
tus of the U.S. power grid. This includes:

nn An orientation to the grid, including components, 
technology trends, and key players;

nn A review of recent cyber breaches, grid vulnera-
bilities, and threat actors; and

nn An overview of the governance and economics of 
electric-sector cybersecurity.

Based on these facts, there are practical steps 
that Congress can take to support and incentivize 
utility companies as they continue to improve their 
cyber defenses:

nn Encourage utilities to seek better understanding 
of their current posture and desired future states 
of preparedness, with an emphasis on executive 
awareness, measurement, and centralization of 
control;

nn Foster an improved environment for truly collab-
orative cybersecurity policies, such as informa-
tion sharing, and use a variety of other tools to 
facilitate improved government–industry com-
munications; and

nn Help the states and their public utility commis-
sions to prepare themselves for fuller execution 
of their oversight role regarding the cybersecu-
rity readiness of the utilities and grid elements 
within their borders.
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Ultimately, in this domain the utilities control 
their fate more than they may know. If they can 
demonstrate that they are becoming more proac-
tive on cybersecurity over time, that positive shift 
in perception will give Congress and other oversight 
agencies the assurance they need to let the utilities 
increasingly determine their own best approaches 
to cyber-risk management.
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Around the world, and in the U.S. in particular, 
as people have come to enjoy the many benefits 

and conveniences of computers, intelligent systems, 
sensors, smartphones, and modern communica-
tions networks, they have also unwittingly created 
a problem for themselves. The U.S. dependence on 
these systems puts important elements of critical 
infrastructure potentially within reach of adversar-
ies, criminals, and nation-state competitors.

To date, the overwhelming majority of reports, 
articles, and statements by senior government offi-
cials have made dire predictions of the catastro-
phes that will soon befall the economy and country 
if Americans do not make massive, immediate, and 
expensive additions to the country’s current cyber-
security defenses. Yet, there is little agreement on 
what types of new protections need to be fielded or 
how to prioritize spending based on risk and the 
potential impacts of successful attacks on critical 
infrastructure sectors.

There are a few other problems with the cata-
strophic predictions:

nn They are based more on speculation than on 
observation;

nn The business case for fear mongering on the part 
of the cybersecurity–industrial complex tends to 
skew commentary greatly toward the negative;

nn Because few utilities or regulators have found 
practical methods for understanding the amount 
of risk in their current cybersecurity postures, 
senior management and decision makers, while 
increasingly concerned with this issue, have little 
insight into the best starting points for improve-
ment; and

nn While risk can never fully be managed away, and 
because there are few tools for measuring the cur-
rent state of risk or the adequacy of defenses, it is 
almost impossible to describe a desired future 
state where risk has been reduced to a level that 
is aligned with the risk tolerance of business and 
government.

It seems clear to many that the status quo 
approach of utilities to securing themselves against 
cyber threats is no longer adequate. Yet there is, to 
date, broad disagreement on the actions that should 
be taken by government and industry to drive 
demonstrable improvement, including, remarkably, 
how to recognize improvement if and when it occurs. 
Many of these challenges and obstacles, however, 
can and must be overcome.

The Time Is Right for Good Reforms
In the U.S., policymakers have shown a growing 

interest in increasing government oversight of the 
cyber components of the electric grid since the great 
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Northeast blackout of 2003. As a result of the black-
out, there were public discussions about the inade-
quacy of the current grid and how to promote behav-
ior among utility companies that could improve the 
reliability of the country’s electric grid. The massive 
2003 incident, while not a result of a cyber attack, 
nevertheless reminded the country of the funda-
mental importance of the electric grid, and the risk of 
cascading failures of massively interconnected sys-
tems. As a result, American utilities today are gov-
erned by rules from the Federal Energy Regulatory 
Commission (FERC), interpreted and implemented 
by the North American Electric Reliability Corpora-
tion (NERC) through its critical infrastructure pro-
tection (CIP) standards. The rules and regulations 
are intended to encourage utilities to protect cer-
tain parts of the grid in specified ways. Most experts, 
however, agree that this regulatory approach is not 
producing the necessary levels of protection.

Because events related to cybersecurity are 
occurring so rapidly, the following list will likely 
be out of date by the time of publication. In the past 
eighteen months alone, the country has witnessed:

nn August 2012: The Economist featured an exposé 
of the Chinese telecommunications firm Huawei, 
describing Western concerns that the presence 
of the company’s control-system products in U.S. 
telecommunications and energy infrastructure 
could allow China to disrupt operations in those 
sectors;1

nn September 2012: the failure of the Cybersecurity 
Act of 2012;2

nn February 2013: the release of Presidential Policy 
Directive 21 (PPD-21), an executive order on criti-
cal infrastructure cybersecurity;3

nn February 2013: the release of a credible report by 
security firm Mandiant that connects a China-
based military unit to sustained, targeted cyber 
attacks (many of which were successful in steal-
ing sensitive data) on hundreds of U.S. compa-
nies;4

nn March 2013: cyber attacks of unknown origin 
that shut down customer transactions at South 
Korean banks and undermined the operations of 
a number of South Korean media firms;5

nn May 2013: revelation of long-running exfiltration 
by China of classified data from British aerospace 
defense firm QinetiQ;6

nn June–August 2013: the Edward Snowden story 
hits the press, and soon after massive press cov-
erage on the National Security Administration’s 
PRISM surveillance program begins and contin-
ues through the summer;7

nn August 2013: release of the National Institute of 
Standards and Technology’s (NIST’s) draft Criti-
cal Infrastructure Security Framework (CSF), 
ahead of a final workshop and issuance of a more 
formal draft release in October;8 and

nn August 2013: the Syrian Electronic Army hacks 
The New York Times, Twitter, and U.S. Marine 
Corps websites.9

These incidents are sending the cumulative mes-
sage to the mainstream public, as well as to senior 
leadership at utilities, federal and state regulators, 
and other critical infrastructure providers, that the 
world is full of cyber threats, some of them from very 
capable sources, and that the federal government is 
trying to figure out how to help defend the American 
public (not to mention itself) but so far has not found 
the right approach.

Nevertheless, for utilities to focus attention and 
defensive efforts exclusively on one nation-state, 
one supplier, or on particular adversarial organiza-
tions is a mistake. Furthermore, government has a 
potentially helpful, albeit limited, role to play in this 
undertaking. So before the nation gets much further 
down the government-directed path projected by 
the recent Cybersecurity Executive Order or any of 
a number of additional pieces of cybersecurity leg-
islation now circulating Capitol Hill, it is important 
to take a fresh look at the origin of the problems and 
examine some effective solution candidates.

Orientation: Electricity Grid 101
A rudimentary overview of the electric grid’s vast 

system of systems, as well as some of the many orga-
nizations that oversee and operate it, is a must for 
understanding the cybersecurity challenges facing 
the nation, and putting them in their proper context.

The U.S. Grid. The U.S. grid has been called the 
largest machine ever built, as well as the greatest 
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engineering achievement of the 20th century.10 It is 
composed of many thousands of generators (pow-
ered by coal and natural gas, as well as by nuclear, 
hydroelectric, wind, and solar power), hundreds 
of thousands of miles of high-voltage transmission 
lines and lower-voltage distribution lines, tens of 
thousands of substations and transformers that reg-
ulate and modify voltage, and regional control cen-
ters that monitor the quality of electricity as well as 
fluctuations in the demand that could cause disrup-
tive imbalances and possible outages.

All of this equipment is owned and operated by 
approximately 3,500 electric utility companies, 
with regional operational oversight provided by 
organizations called Independent Systems Oper-
ators (ISOs) and Regional Transmission Opera-
tors (RTOs). Ten of these regional entities provide 
coverage for the entire continental U.S., and their 
most important functions are related to ensuring 
regional reliability and setting market prices for 
electricity.

Most utilities’ revenue stems from the bills they 
present to their customers. However, in regulated 
states, the rates they charge are determined by the 
state’s public utility commission (PUC). A utility can 
argue for increasing prices by making a rate case—
essentially a business justification that explains why 
it needs additional funding. Often following some 
negotiation and once approved by the PUC, the new 
rate is fixed until the next time a rate case is made by 
a utility.11

Deregulated states have created competition so 
that utilities can adjust the prices they charge cus-
tomers (who can include other utilities) according to 
market forces. In Texas, for example, multiple elec-
tricity retailers purchase power from non-deregu-
lated companies that provide generation, transmis-
sion, and distribution. This means that most power 
consumers are free to find the best deal and choose 
their electricity service from a variety of “retail elec-
tric providers” (REPs).

Whether regulated or not, however, and allowing 
a few exceptions, all of the entities that play a role in 
making, moving, and delivering electricity to cus-
tomers are interconnected on electricity networks, 
and increasingly, on data and communications net-
works used to manage the grid. This means that they 
share a common responsibility to be cyber-secure, 
as a successful attack on one could lead to a cascad-
ing failure in the electrical grid, or provide adversar-

ies with unauthorized access to the networks and 
systems of others.

At the national level, cybersecurity oversight is 
divided between FERC, under the jurisdiction of the 
U.S. Department of Energy, and the state PUCs. By 
law, FERC must ensure that adequate cybersecuri-
ty defenses are in place in the bulk electric system 
(BES), essentially the larger generation and trans-
mission assets.12 This means that the state utility 
commissions have cybersecurity responsibility for 
most of the smaller generation and transmission ele-
ments, as well as the entirety of the distribution sys-
tem, which includes the power lines and substations 
that deliver electricity to rural America and to the 
largest cities. The amount of cybersecurity exper-
tise in these commissions ranges widely, but it is safe 
to say that most of them have no staff with any sig-
nificant cybersecurity training or knowledge.

Utilities share a common responsibility 
for cybersecurity, as a successful 
attack on one could lead to a cascading 
failure in the electrical grid, or give 
adversaries unauthorized access to the 
networks and systems of others.

The Smart Grid. Dating back to at least 2005, 
the term “Smart Grid”13 is shorthand for a number of 
technologies that, with the support of the U.S. gov-
ernment, are bringing new capabilities, efficiencies, 
resilience, and in some cases, new business mod-
els, to an industry that has been relatively static for 
many decades.

In order to gain better insight and control over 
operations, and achieve higher levels of efficiency 
and flexibility, systems that used to be isolated from 
a network point of view are becoming increasingly 
interconnected. Those that were connected before, 
such as transmission and distribution substations 
and the networks that link them to control centers, 
are trading slower one-way serial connections for 
high-speed, Internet-based communications. This 
allows improved two-way communications, and 
the increased bandwidth gives operators access to 
much more information about the way their systems 
are functioning, allowing higher efficiencies and 
improved responsiveness in the event of trouble.
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Another relatively new technology category 
includes synchrophasors—synchronized phasor 
measurements that assess power quality many 
times per second—which are being installed on 
transmission lines. Providing “wide area situational 
awareness,” synchrophasors serve as early warning 
systems for regional grid managers, helping to form 
a smarter transmission grid.14

Of course, to the average person, the most vis-
ible indication that something is changing in his 
relationship to the power company is the new meter 
on the side of his home or office building. Original-
ly, meters were purely mechanical, and, in order to 
determine the electricity consumption at a given 
business or household, a utility employee needed to 
visit the premises and read the meter. In the 1980s, 
many utility companies began deploying advanced 
meters, with automated meter reading (AMR) capa-
bilities which could broadcast their usage, typical-
ly using dedicated radio frequencies. These were 
installed to save utilities the expense of visiting each 
individual residence. Now they could simply drive 
down a street and collect all the meter data for a 
neighborhood without leaving the truck.

More recently, advanced metering infrastruc-
ture (AMI), which includes the networks and appli-
cations that support smart meters, has become 
prevalent in many states. AMI networks and smart 
meters are not only capable of communicating 
usage information directly back to the utility on a 
15-minute or hourly basis, but can also respond to 
control signals to perform a variety of functions. 
Benefits for utilities include demand management 
(the ability to constrain the amount of electricity 
used by customers during peak demand periods), 
more accurate meter readings, and the ability to 
better detect tampering. Consumers benefit from 
more accurate billing and a better understanding 
of their electricity consumption patterns, allowing 
them to save money by shifting their use of large 
appliances, when possible, to a time when the price 
of electricity is lower.

While there is a significant amount of heteroge-
neity in Smart Grid modernization projects across 
the country, some cybersecurity-relevant character-
istics are common throughout:

nn The increasing interconnection of formerly inde-
pendent systems;

nn Where connectivity previously existed, substan-
tial increases in throughput are the norm;

nn Formerly obscure system-specific communica-
tions protocols, that is, a systems of rules for mes-
sage exchange within or between computers, are 
being replaced with more standardized ones, par-
ticularly Internet protocol (IP); and

nn A blending of the concepts, and increasingly, a 
convergence of the networks and systems, of 
information technology (IT) and operational 
technology (OT), the latter composed of the sys-
tems that directly support, monitor, and enable 
control of generators, transformers, and other 
substation components.

OT used to be an island unto itself requiring only 
physical security-access-control protections. Now 
it is becoming increasingly common to find OT sys-
tems connected to IT networks, and, even more 
problematic, directly to the Internet. Worse, indi-
viduals are able to search for these Internet-con-
nected systems through a publicly available search 
engine, known as Shodan (Sentient Hyper-Opti-
mized Data Access Network), making it easy for bad 
actors to identify potential targets.15 Overall, greater 
interconnectivity and the use of more standardized 
protocols mean that it is easier for hackers to figure 
out how to infiltrate a system.

Cybersecurity Lessons 
from Other Sectors

One key aid in the effort to substantially modern-
ize grid infrastructure is that a number of other crit-
ical infrastructure industries have already previous-
ly undergone similar transformations predicated on 
new ways of doing business, leveraging computers, 
and advanced communications technologies. These 
industries can provide examples for how to secure 
the electric grid. While there are several aspects 
that make the electric-power sector unique, there 
are also many ways in which it can leverage the best 
practices of, and lessons learned by, these industries, 
and effect this transformation. As such, key lessons 
can be learned from the following three sectors:

Financial. Long before the first Web browser 
was produced, banks were using Information Tech-
nology (IT) and Internet-based communication net-
works to transfer vast sums of money in a business-
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to-business e-commerce process called electronic 
data interchange (EDI). As soon as their customers 
were able to reach the Internet in the mid and late 
1990s, pioneering banks and brokerages also began 
offering their services online. Around the same time, 
related technologies were used to support the mass 
deployment of automated teller machines (ATMs). 
Hand in hand with these new tools came attackers 
who figured out how to exploit inadequate cyberse-
curity defenses.

To meet the challenges posed by the many finan-
cially motivated attackers, ranging from individuals 
to organized crime syndicates, the financial services 
industry responded in a number of ways, including 
the formation of a collaborative cyber defense group 
called the Financial Services Information Shar-
ing and Analysis Center (FS-ISAC) and a voluntary 
set of cybersecurity standards and processes called 
the Payment Card Industry Data Security Standard 
(PCI-DSS). Perhaps because its operational business 
can be considered a massive IT operation, and even 
though it does suffer breaches and losses on a regu-
lar basis, this industry is often viewed as the best at 
protecting itself from cyber threats. Clearly it has 
mechanisms in place to learn from new attacks and 
effectively promulgate information on cybersecurity 
threats and vulnerabilities throughout the industry.

Telecommunications. There have been three 
main phases in the evolution of the modern tele-
communications system as it exists today. The first 
was fully mechanical and analog. The second was 
electronic and digital and used industry-specific or 
organization-specific rules, known as proprietary 
protocols. Finally, the one being built and used today 
increasingly uses more standardized, or standards-
based, IT equipment and IP networking. One exam-
ple is voice-over IP (VOIP). This refers to the stan-
dards-based approach for converting analog signals, 
such as the voice on one end of a phone call, to data 
packets that are then transmitted across computer 
networks and reassembled to form the audio heard 
by the listener on the other end.

Telecommunications companies, also called 
Internet services providers (ISPs) or communica-
tions services providers (CSPs), have been the target 
of cyber attackers since the minute their systems 
went digital. The situation is particularly precari-
ous since their infrastructure and services products, 
data and voice, ride the same electronic pathways 
that attackers use to reach their targets.

As a result, like the financial services industry, 
ISPs and CSPs formed their own cyber defense com-
munity, the Telecommunications Information Shar-
ing and Analysis Center (ISAC), and the telecommu-
nications sector is now considered to be among the 
most mature sectors in terms of understanding, and 
proficiency in, cybersecurity processes and secure 
control technologies.

Military. The U.S. Department of Defense 
rounds out the list of the high-functioning cyber-
security sectors. The Defense Department takes 
credit for the development of game-changing new 
technologies, and often it deserves it. This is defi-
nitely the case for both the development of super-
computers (used to model, among other things, 
nuclear reactions) and the Internet itself, initial-
ly a Defense Advanced Research Projects Agency 
(DARPA) project.

As the protector of the United States and its inter-
ests worldwide, the Defense Department endures a 
high level of continuous cyber attack, and since there 
is no other agency it can rely on for help, it must be 
able to fully defend itself. To this end it maintains a 
uniform minimum level of cybersecurity prepared-
ness by ensuring adherence to standards established 
by the NIST federal laboratory. Of NIST’s standards, 
two that form the basis for much of the military’s 
primary cybersecurity guidance document, the 
Defense Department’s Information Assurance Cer-
tification and Accreditation Process (DIACAP), also 
inform the electric-sector standards.16

While the Defense Department has a markedly 
different mission than do financial services and tele-
communications companies, most of its computer, 
networking, and communications gear is built by 
the same providers; it is therefore not surprising 
that many of the cyber best practices from any one 
of these sectors are applicable, and are leveraged, in 
the others.

Vulnerabilities in the 
U.S. Grid and Grid Systems

One does not need a security clearance to discov-
er some of the most readily exploited vulnerabilities 
in the cyber systems that support America’s power 
grid. As it comes increasingly to embrace and lever-
age Internet technologies, the electric sector cannot 
but help inherit the problems that come with them. 
Here is a quick overview of some of the most signifi-
cant areas of concern.
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Software. The Smart Grid is being constructed 
from billions of lines of software code, most of it by 
developers who have had little or no training in how 
to write secure applications. Before going into pro-
duction, their work is tested by quality-assurance 
personnel who check for functional bugs and perfor-
mance issues, but—notably—often not security. This 
means that in many, if not most, applications one can 
expect to find a variety of vulnerabilities that attack-
ers can use to gain unauthorized access or elevated 
user privileges. While this condition is certainly 
true for web applications, more recent attention has 
turned to vulnerabilities in the software that runs 
control systems.

Depending on their size, utilities rely on applica-
tions from a variety of sources, including:

nn Those they build themselves using their internal 
software development team;

nn Applications built for them by third-party devel-
opment companies;

nn Packaged applications installed on the utility’s 
own hardware; and

nn Software developed as a service, managed and 
maintained by a third party.

Furthermore, many utilities have not performed 
a recent application inventory, and until they do, 
they will have a great deal of trouble prioritizing and 
protecting effectively.

There are, however, positive examples of utili-
ties rectifying this situation by conducting secu-
rity scans across their entire application portfolio. 
Another encouraging trend can be seen with Smart 
Meter vendors, most, or all, of whom now regular-
ly assess and improve the security characteristics 
of their meter software before offering it to utility 
customers.

Data. One of the by-products of the explosion of 
smart devices and connectivity is the production of 
huge amounts of data. Whether customer reactions 
to time-of-day pricing, impacts of weather on renew-
able generation and power quality, or dozens of other 
factors, utilities are being deluged with more and 
more types of data than they have ever had to deal 
with before. Additional complexity arises because 
some of the data, particularly the customer-usage 
data, need to be protected, archived, sanitized, or 

Grid Security and the Defense Department
The u.S. Department of Defense is charged with protecting the entire country, including u.S. assets 

and allies around the world—its electricity needs are great. yet, its grid-related responsibilities are 
minimal. Illustrating this fact, in 2001 and again in 2008 the Defense Department’s Defense Science 
Board published comprehensive reports on the department’s energy challenges and what might be 
done to meet them.17

The top two concerns were dependence on oil, for fueling operational air Force, army, Marine, and 
Navy missions; and the complete reliance of fi xed installations with increased critical load demands on 
a grid with questionable resilience. Spurred by these observations and other lessons drawn from u.S. 
experiences in Iraq and afghanistan, the military embarked on multiple energy-effi  ciency initiatives 
to reduce fuel demand, and initiated the Smart Power Infrastructure Demonstration for Energy 
Reliability and Security (SPIDERS) microgrid program.18 The core concept under development in the 
program is a system that can isolate itself when the local grid goes down, and run the base using its 
own power sources, be they diesel generators, solar panels, wind turbines, or another power source. 
SPIDERS is currently in pilot trials in Hawaii and Colorado.

another Smart Grid, microgrid, and energy-effi  ciency project of note is being conducted at Naval 
District Washington (NDW), a regional designation that includes Maryland, Virginia, and the District 
of Columbia. as is the case for SPIDERS, the security architecture is built in by design. The NDW Smart 
Grid installation energy initiative is based on open standards and is the fi rst region to attain full Fleet 
Cyber Command accreditation for cybersecurity. This potentially paves the way for other Naval regions 
to adopt the systems pioneered in the NDW pilots, and it might even be possible to see these capabilities 
embraced by the other services.19
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destroyed according to the varying privacy rules of 
the various states. Many utilities have not yet made 
the information-governance-related organizational 
adjustments required to meet these new data chal-
lenges, and that increases the chances of data mis-
classification, loss, or theft.

One way in which some organizations in the elec-
tric and other sectors have prepared themselves to 
deal more effectively with the vast amounts of data 
entering the enterprise has been to appoint a chief 
privacy officer (CPO). The CPO is typically charged 
with, among other duties, ensuring that all data that 
have federal, state, or industry-based data protec-
tion requirements be classified, monitored, main-
tained, and ultimately archived or destroyed accord-
ing to the relevant privacy rules or the needs of the 
company.

Cybersecurity professionals can manage tech-
nical and procedural controls to protect data, but 
before those controls are selected and implement-
ed, privacy and compliance leaders need to identify 
requirements, and then set and communicate the 
rules. There are lessons to be learned and leveraged 
from other data-intensive industries, such as the 
financial service industry’s effective use of the PCI-
DSS standard mentioned earlier, that helps reduce 
fraud by better protecting sensitive customer infor-
mation

Supply Chain and Partners. Software, data, 
and almost everything else that helps utilities func-
tion come from suppliers outside the organization. 
In a perfect world, utilities would have cybersecurity 
requirements baked into their sourcing procedures 
and documents, and would demand and achieve 
minimum levels of security functionality when pro-
curing all applicable systems and components. How-
ever, in many cases, including in control systems, 
certain types of security functionality are not avail-
able. There is a certain chicken-or-egg aspect to this, 
as the suppliers state that until recently their utility 
customers have not asked for security functionality, 
and the utilities say they have no choice but to pro-
cure the security technology that is available from 
the market. This stalemate is beginning to shift, but 
it is a slow process.

Communications Gear. In the current ver-
sion of NERC’s standards on “Critical Cyber Asset 
Identification,” NERC tells utilities how to identify 
the assets that should be protected by NERC-CIP-
defined controls.20 These are typically large genera-

tors, high-voltage transmission systems and certain 
control centers, and the cyber systems that support 
them. The wireless mesh and cellular networks used 
as the communications paths for Smart Meters and 
meter data heading toward utilities, as well as for 
utility-control signals back to the meter networks, 
however, are currently considered distribution 
assets and therefore are not governed by NERC. For-
tunately, since much of this equipment is provided 
by suppliers to the telecommunications market, it 
often includes built-in security requirements.

One of the industry organizations driving better 
security behavior is CTIA–The Wireless Associa-
tion.21 CTIA’s cybersecurity working group identi-
fies best practices in mobile telephony22 and ensures 
they are communicated to all members and other 
ecosystem members. This working group could 
prove an example for other sectors, including the 
electric-power sector.

Operational Technology. While many people 
associate cybersecurity with anti-virus software on 
personal computers and firewalls for network secu-
rity in corporate IT settings, it is the cyber systems 
that support the equipment that makes, manages, 
and moves electricity that is now perhaps the most 
in need of enhanced protections. Operational Tech-
nology encompasses a few families of systems, of 
which the two most common are known as SCADA 
(Supervisory Control and Data Acquisition) and 
ICS (Industrial Control Systems). These systems, 
designed decades ago with the assumption that the 
only personnel touching these machines would be 
authorized utility personnel or contractors, are ill-
equipped for the highly networked world in which 
they now increasingly find themselves. While some 
suppliers are beginning to add security capabilities 
to their offerings, the process has been slow, fur-
ther delayed by the fact that the normal replacement 
cycle of this equipment can be 20 years or more.

Physical Systems. Long before the arrival of 
Smart Grid technologies, utilities have been pro-
tecting substations, generation facilities, and con-
trol centers with physical controls. These include 
fences, door locks, security cameras, and in some 
cases, security guards. However, in many discus-
sions about cybersecurity spending, someone will 
invariably point out the ease with which an attacker 
could do physical damage by firing a rifle or hurling a 
brick at a transformer or related exposed equipment. 
This is particularly the case in urban environments, 
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where sensitive utility equipment is often surpris-
ingly close to roads or pedestrian walkways. In rural 
environments, substations or transmission line tow-
ers can be hundreds of miles away from the utility 
charged with operating and protecting them. Utili-
ties, therefore, use a combination of walls, fences, 
video cameras, motion detectors, lock systems, and 
other access-control methods to keep their physical 
assets as safe as practically possible.

Due to a widespread lack of  
awareness of cyber risks, employees can 
inadvertently cause substantial harm to 
utility systems or expose sensitive data.

Employees. Depending on their seniority and 
specialization, utility employees and contractors 
often have authorization to access sensitive net-
works, systems, and data. Since they begin with 
such a big head start with log-in IDs, passwords, and, 
depending on their position, authorization to access 
important systems and data, attacks by disgruntled 
employees or other insiders have to be considered 
among the most serious sources of cyber risk that 
utilities face. And for cost control and other rea-
sons, utilities, as do many industries, often have to 
take personnel actions that can turn some of their 
employees against them. Of course, despite nor-
mally rigorous screening processes, hostile nation-
states can also place operatives inside utilities as 
employees or contractors. There are, however, tech-
nological and process-based solutions to help miti-
gate insider threat risks, for example, limiting high-
level access to a minimum number of employees.23

A second category of employee-related risk, not 
unique to the sector, is a general lack of awareness of 
cyber risks. Employees with no malicious intent can 
inadvertently cause substantial harm to utility sys-
tems or expose sensitive data. Well-known examples 
include clicking on links in e-mails that infect com-
puters with malware, and the casual use of USB drives 
that can transmit malware to IT and OT systems.

Diverse and Varied Threats
As stated earlier, utilities should not dwell on indi-

vidual adversaries. However, to the greatest extent 
possible, the U.S. must stay abreast of all of them. 

There would be no reason to worry about vulnerabil-
ities were there not someone or some group interest-
ed in taking advantage of them to cause harm of one 
type or another. This section examines four catego-
ries of attackers: (1) nation-states, (2) criminal orga-
nizations, (3) terrorists, and (4) the most recent and 
unpredictable type known as hacktivists. Each has 
different motivations and capabilities, and therefore 
each presents different challenges to those charged 
with defending utilities and the power grid.

Nation-States. While it varies depending on the 
country in question, this threat source has the poten-
tial to finance the largest, most technically advanced, 
and persistent cyber-attack operations. There have 
already been several well-documented examples of 
nation-on-nation attacks that included the target-
ing of government and other websites as preludes to 
kinetic war, as was the case with the Russian attack on 
Georgia in 2008.24 Prior to that episode, Russia also 
mounted large-scale cyber attacks on Estonia and 
its websites in 2007.25 More recently comes acknowl-
edgement of U.S. involvement in the sophisticated 
Stuxnet attacks that attempted to slow Iranian ura-
nium-enrichment activities; Iran’s involvement in 
distributed denial-of-service (DDOS) attacks on U.S. 
financial companies, which flood websites and appli-
cations with so much traffic that they can no longer 
function properly; and what appears to be Chinese 
targeting and penetration of a great many of the  larg-
est and most important U.S. companies.

Criminal Organizations. This element can 
range from lone actors with modest means to large 
and well-financed organizations that have advanced 
extortion, data theft, and other types of nefarious 
cyber activity to a high art. While no figures are 
available for the electric sector only, it is estimated 
that cybercrime could cost U.S. companies as much 
as $250 billion a year,26 and there are documented 
cases of criminals attempting to extort money from 
utilities in return for not disabling power systems.27

Terrorists. Former FBI Director Robert S. Muel-
ler has warned that terrorist groups are recruiting 
hackers in order to add cyber-attack capabilities 
to their repertoire.28 While this is still a relatively 
recent threat category, one instance occurred in 
2012 when the military wing of Hamas launched 
coordinated cyber attacks against U.S. financial 
institutions, said to be a reprisal for a supposedly 
anti-Islam film released by the controversial Ameri-
can pastor Terry Jones.29 While other actors tend to 
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stay within certain bounds due to fear of retaliation 
in some form, many terrorists do not share this con-
cern. Instead of stealing money, engaging in espio-
nage, or making political statements, terrorists tend 
to be most interested in catastrophic attacks that 
kill and disrupt their targets to the maximum extent.

Hacktivists. The best-known groups—Anony-
mous, Ghost Shell, and LulzSec—have confounded 
national defense and law enforcement officials with 
their fickle target selections. One week they are 
hacking one company or government agency for a 
perceived grievance, the next week they are attack-
ing other countries and companies for entirely dif-
ferent reasons. The sophistication of their attacks 
ranges widely depending on the composition of the 
highly secretive, loosely knit, and geographically 
dispersed participants. Though they have demon-
strated the potential to do real damage, hacktivists 
are generally viewed as less dangerous than hostile 
nation-states or large criminal gangs.

Managing Cyber Risks to Grid
These days, monitoring and managing cyber 

risks for one company in any industry is a difficult 
job. When considering the thousands of small, medi-
um-sized, and large companies, some with assets 
and networks spanning many states, and all of 
which play an interconnected role in operating their 
section of the national grid infrastructure, it is an 
understatement to call it a complex and formidable 
challenge. Following is an overview of some of the 
roles and responsibilities involved.

Who Manages What. No one person or agen-
cy can manage the U.S. electric grid, which in the 
continental U.S. consists of three separate regional 
grid systems, one each for the east, west, and Texas. 
Everyone agrees that there is no way to reduce risks 
in any category, including electric-sector cybersecu-
rity, to zero. Risk management is about being fully 
aware of the presence and characteristics of certain 
types of risk that face one’s enterprise (or country) 
and taking steps necessary to reduce the chance of 
significant damage to a level in line with senior lead-
ership’s requirement and expectations. There are, 
however, several key actors:

The Chief Risk Officer (CRO). While CEOs ulti-
mately own responsibility for risk in the compa-
nies they lead, in most large U.S. electric utilities it 
is common to find a position called chief risk officer 
(CRO), charged with keeping several types of risk 

in check. They are also tasked with regularly com-
municating the utility’s status in each to the orga-
nization’s top senior executive, often referred to as 
the C-Suite, and the board of directors. Typical risk 
categories monitored by CROs include: economic, 
storm and fire, supply chain, and regulatory. Yet 
one type of risk is typically excluded from the CRO’s 
portfolio—cybersecurity.

Until news of Stuxnet’s approach and OT impact 
began reaching utility executives in mid-2010, it was 
not clear that cybersecurity attacks could be a stra-
tegic concern for utility operations. Suddenly there 
existed a proof of concept and blueprint for cyber 
attacks that could breach IT security controls and 
reach and cause kinetic effects on operational sys-
tems. At that moment, a whole new level of perceived 
risk was born.

The Chief Information Officer (CIO). In most utili-
ties a look at the organizational chart reveals that 
senior management still considers the cybersecu-
rity threat to be primarily a low-level threat, princi-
pally a nuisance to IT systems. How is this assertion 
supported? The most senior person with the word 

“security” or “cybersecurity” in his title is a manag-
er or a director who can be found one or two levels 
below the CIO on the IT side of the business. The 
CIO is then expected to be the translator of highly 
technical cybersecurity issues and terms on behalf 
of the C-Suite and board of directors. This arrange-
ment is suboptimal for several reasons:

nn Many utilities have a stove-piped organizational 
culture where IT and OT are managed separately, 
and operational personnel are unlikely to respond 
to security policy directives originating in IT.

nn Most CEOs and boards rarely come in contact 
with personnel at the managerial or directorial 
level, so in some utilities it is common for them 
not to have any direct interaction with the senior 
security professional.

nn Such a structure lacks a company-wide view of all 
large systems, networks, and end points neces-
sary to manage cyber risk and prioritize actions 
from an integrated cross-enterprise perspective. 
In some domains this desirable holistic view is 
referred as a common operating picture (COP), 
and it cannot be achieved by utilities that are 
organized as described.
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Of course, each utility is different and a few 
exemplar organizations have overcome these obsta-
cles in one way or another, including those that 
have CIOs who are truly empowered to promul-
gate cybersecurity policy enterprise-wide, as well 
as a handful that have true chief security officers 
(CSOs), chief information security officers (CISOs), 
or vice presidents of security who have authority to 
do the same. Utilities so configured, however, are 
few and far between.

Information Sharing. Put simply, the term 
“information sharing” in the context of grid cyberse-
curity refers to government-to-industry, or industry-
to-industry, transfers of time-sensitive knowledge 
related to emerging attacks or recently discovered 

vulnerabilities in utility cyber systems, as well as 
strategies to mitigate them.

  When it comes to learning about new vulner-
abilities and emerging threats, utilities are not 
alone. The Department of Homeland Security’s 
(DHS’s) Industrial Control Systems Cyber Emer-
gency Response Team (ICS-CERT), combined with 
DHS’s Control Systems Security Program (CSSP), 
has established an approach for improving the secu-
rity posture of control systems within the nation’s 
critical infrastructure. The CSSP also assists con-
trol systems vendors and asset owners and operators 
in identifying security vulnerabilities and develop-
ing measures to strengthen their security posture 
and reduce risk. The Electricity Sector Information 

The Typical Utility Culture and Structure
Whether it is because their product is so essential to the livelihood and well-being of so many, or 

because they are dealing with machinery that can kill or injure their employees, utility companies 
generally have conservative cultures. Based on their consistently high level of performance and low 
rates of outages, it seems that conservatism has served them and their customers well. However, that 
same trait means that even when confronted with new technologies, business models, and threats, 
these change-averse organizations are slow to adapt.

There may be no truly typical utility; they come in many diff erent sizes and with a variety of 
ownership models. These include: shareholder-owned, cooperatively owned, and government-owned 
utilities, which include federal, state, and municipal owners. The vast majority of customers are, 
however, served by shareholder-owned utilities.

Commonly known as IOus (Investor Owned utilities), these companies are structured just like their 
publicly owned peers in other industries. at the top are a CEO and a board of directors. Reporting to the 
CEO is a small group of C-level executive company offi  cers, including a chief fi nancial offi  cer (CFO), a 
chief operating offi  cer (COO), a chief information offi  cer (CIO), and a chief risk offi  cer (CRO). Depending 
on the size, there will also be various vice presidents running lines of business, such as generation, 
transmission, or customer operations. Notably, the CRO rarely has cybersecurity in the portfolio of 
risks that he manages.

Cybersecurity leadership functions most often fall to the CIO, typically positioned one or two levels 
below the CEO and charged with managing the IT side of the house. The CIO is often also responsible for 
cybersecurity and NERC-CIP compliance. This works well enough for the parts of cybersecurity and 
the CIPs that are related to IT; but it is a challenge when the CIO reaches over to OT managers. Working 
below the CIO will be one or several employees whose title will include the word “cybersecurity” 
or “security,” but they have two strikes against them. First, they are seen as IT professionals by OT 
personnel, and therefore are not well known or trusted around operational systems. Second, they are 
generally too low in terms of rank to overcome organizational resistance, or to brief the CEO or board 
of directors.

These organizational and cultural barriers are being overcome at some utilities that are appointing 
more senior security leaders, who sometimes do not have to report to the CIO. But unlike fi nancial 
services and telecommunications companies that have been grappling with cybersecurity threats for 
decades, and where it is common to fi nd chief security offi  cers (CSOs) or chief information security 
offi  cers (CISOs), the number of large utilities with true CSOs or CISOs is still extremely low.
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Sharing and Analysis Center (ES-ISAC) also per-
forms related functions, though they are not over-
seen by DHS.

Information sharing itself, of course, carries its 
own risks. This was made clear by two recent events:

nn In 2012, electric-sector security company Digital 
Bond released information on control-systems 
vulnerabilities, which it had discovered, to the gen-
eral public, along with exploit codes that it devel-
oped to take advantage of the vulnerabilities.30

nn In March 2013, NIST’s national vulnerability 
database was itself found to be infected with 
malware and had to be shut down for further 
analysis.31

Such examples show the need for properly con-
structed information-sharing systems. Information 
sharing is a valuable resource for identifying threats 
and vulnerability information, but, if done incor-
rectly, it can give away what U.S. organizations know, 
and help hackers shift their efforts. There are also 
privacy concerns regarding the kind of information 
being shared, but these concerns can be mitigated 
through clear explanations of what type of informa-
tion is being shared, and with careful oversight.

Pointing a way forward, The Heritage Founda-
tion has articulated four general principles that, if 
they can be implemented soon and fully, will resolve 
most of the current information-sharing impasses 
in this and other sectors:

1.	 Congress should remove barriers to voluntary 
private-sector sharing. Currently, legal ambigui-
ties impede greater collaboration and sharing of 
information.

2.	 Those entities that share information about cyber 
threats, vulnerabilities, and breaches should have 
legal protection.

3.	 Information that is shared must be exempt-
ed from Freedom of Information Act (FOIA) 
requests and use by regulators.

4.	 The government must be compelled to share rel-
evant cybersecurity information and intelligence 
with the private sector much more quickly and 
completely than it does currently.32

Security Situational Awareness. How do utili-
ties, or any other companies, know when they are 
being attacked by hackers? Until recently, the most 
accurate answer for many would have been: They do 
not know.

There are now several categories of mature cyber-
security technologies that utilities can use to moni-
tor their IT and OT systems, to analyze whether their 
systems are working properly, have become infected 
with malware, are being probed, or are under direct 
attack at that moment and in danger of being shut 
down or otherwise impacted. These include:

nn Network and application firewalls. These allow 
network traffic through approved ports and pre-
defined application access while ostensibly block-
ing everything else. This is an oversimplifica-
tion for brevity’s sake, but the basic concept is 
that they keep the bad stuff (such as traffic from 
banned ISPs, IP addresses, and websites) and bad 
people (unauthorized users) out, and let the good 
stuff in. Firewalls are what are used to segment 
networks into zones to make it harder for hackers 
who gain access to one part of a network to reach 
other parts. Firewalls also keep records of their 
activities in log files that can be analyzed for pat-
terns that could highlight trouble.

nn Intrusion Detection Systems (IDSs) and Intrusion 
Prevention Systems (IPSs). In some ways similar 
to a firewall, an IDS looks for particular patterns 
or signatures, and therefore must be kept up-to-
date if it is to detect the latest versions of evolving 
automated attacks. An IPS goes one step further 
by blocking traffic that meets blacklisted criteria.

nn Security Incident and Event Management (SIEM) 
Systems. These can tap into many different types 
of  systems (such as servers, routers, databases, or 
SCADA), read their log files, and subject them to 
rapid and sophisticated analysis to correlate pat-
terns, reduce the number of potential issues to a 
manageable size, and present an almost real-time 
dashboard view of the organization’s security 
posture.

Most utilities implement some or all of these 
technologies for their networks and systems, either 
themselves or through third-party security services 
providers. The variables that determine the quality 
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of the security include how well defensive systems 
are configured and how closely they are monitored 
by qualified personnel. These tool categories were 
all developed for use in IT environments, and, while 
a few vendors’ offerings can work in OT environ-
ments, most are incompatible with the demanding 
network latency and system overhead limitations 
found there.

Of course, there is also a non-technical aspect to 
security—situational awareness, having to do with 
people. When one knows how systems and process-
es work and can recognize when they are running 
properly, it is easier to detect deviations from the 
norm.

Cybersecurity Economics. How do utilities 
fund cybersecurity activities? One thing they have 
in common with companies in every other sector is 
that security expenditures are always a cost; they 
are never about making money. Furthermore, while 
factoring security requirements into large projects 
will almost always entail some additional up-front 
costs, adding security after the fact to legacy sys-
tems is guaranteed to both substantially increase 
expenses and potentially restrict functionality.

Therefore, utilities that invest in cybersecurity 
proactively, rather than after the fact, spend less 
money overall. Here are two of the ways they save:

1.	 Breach costs. Numerous independent studies have 
tallied the costs of security and privacy breaches 
and have arrived at figures that get most utilities’ 
attention. In data security breaches affecting 
customers, for example, the average cost per cus-
tomer record lost was $194, and the average total 
cost per incident in 2011 was $5.5 million.33

2.	 NERC CIP violations. Utilities owning assets that 
meet the CIP criteria are subjected to recurring 
compliance audits, with the penalty for failure, at 
the auditors’ discretion, as high as $1 million per 
day of noncompliance. A look at the actual fines 
levied reveals that most are in the range of sev-
eral tens to several hundreds of thousands of dol-
lars.34 These fines represent a financial impact 
even when no breach occurs, as the utilities must 
already invest heavily to fund their dedicated 
CIP-compliance teams. At the larger utilities, 
these can total 20 to 40 full-time personnel, cost-
ing several millions of dollars per year.

In order to avoid the costs above, utilities include 
requests for security expenditures in their rate 
cases to the commissioners of the state or states in 
which they operate. Essentially, these are business 
case arguments asking for funding for certain tasks, 
making the connection to reliability, and while 
the funding is often approved, it is sometimes at a 
reduced level. In fact, there have been cases where 
citizens groups have petitioned to block or limit the 
amount approved for security in rate cases on the 
grounds that the requested security expenditures 
are supposedly excessive or do not, in their opinion, 
deliver any value to them.35

Security expenditures are always a cost; 
they are never about making money.

So, while some utilities are criticized for respond-
ing slowly to the new, more dangerous security land-
scape, even when they want to make substantial 
improvements, they are not necessarily masters of 
their own destiny. Also, as Appendix C summariz-
es, some types of utilities, including large IOUs, will 
likely come under increasing economic pressure 
as new challenges to their business models emerge, 
which will create a climate that will likely make 
increased cybersecurity expenditures even harder 
to justify.

Practicing to Better Prepare for Real Inci-
dents. There was a time when many believed that 
having security firewalls in place provided adequate 
protection of their networks and therefore all the 
systems within. That illusion of near-complete pro-
tection was largely debunked with the arrival of Web 
applications, all of which had to pass through cer-
tain firewall ports in order to be useful to customers 
and employees alike. But, while for some the percep-
tion of invincibility still exists, the daily drumbeat of 
breaches of organizations of all kinds is waking most 
people up to the fact that no company or government 
organization is invulnerable, no matter how robust 
its cyber defenses seem to be.

So the challenge facing utility executives has 
become how they should prepare and how they want 
their team to respond when their cyber systems are 
breached. Following are a few representative ques-
tions with which utilities are grappling:
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nn When we have a breach and it appears we may 
have lost a few hundred thousand, or even a mil-
lion, customer records, which departments will 
respond?

nn Is this a crime or a mistake? It is too early to 
know, so how should we characterize this for law 
enforcement?

nn How will we present events and our actions to the 
media, especially since we are not sure yet about 
how the breach happened?

nn What is the best, safest, and most responsible 
approach our legal department should take?

nn How do we best communicate with our custom-
ers, both those affected and those not?

nn What should we be prepared to offer our custom-
ers whose personally identifiable information 
(PII) might have been exposed?

nn How will we determine how the breach occurred? 
Do we need to bring in a third-party forensics 
team? If there is a gap in our technical controls, 
will our security personnel know how to close it?

Data loss events are one of the more common 
types of breaches and are usually the result of an 
insecure business system or process on the IT side, 
including the loss or theft of a mobile device. Train-
ing and preparation for breaches or other cyber inci-
dents that could impact operational equipment are 
important steps to take, will potentially involve a 
variety of different personnel, and could involve 
cooperation with regional grid operators.

Along these lines, NERC CIPs include require-
ments for utilities that own critical cyber assets 
to develop, maintain, and exercise cyber-incident 
reporting, response, and recovery. NERC says these 
plans need to be tested at least annually, and allows 
that acceptable forms of testing range from simple 
paper drills to full-blown operational exercises.

In the same spirit, but on a larger scale, NERC 
conducts an exercise called GridEx that involves 
North American bulk-power-system owners and 
operators, as well as appropriate government agen-
cies. In NERC’s words, the objective of the GridEx 
exercise is to

test NERC’s and the electricity industry’s crisis 
response plans, and validate current readiness 
in response to a cyber incident. The exercise also 
serves as an opportunity to enhance collabora-
tion and strengthen industry security processes 
and capabilities.36

It is clear is that, while utility executives can hope 
that their staff is spending money on the right cyber-
security protective measures, they can begin to buy 
themselves some peace of mind by ensuring that 
their entire team is prepared, and practicing, to do 
the best job possible when a breach occurs.

Government and Industry Guidance
While many questions and much work remain, a 

number of government and industry entities have 
compiled guidance that can be used as a basis to plan 
and enhance utility security. The first and possibly 
best and most complete document related to secur-
ing modernized grid systems is NIST’s Inter-agency 
Report 7628, Guidelines for Smart Grid Cyber Secu-
rity. Released in 2010 in three volumes comprising 
nearly 600 pages, the “NISTIR 7628,” as it is known, 
remains the most definitive work on the subject.37 In 
2012, NIST released an adjoining assessment guide; 
the primary document is under revision at the time 
of this writing.38

There are also a number of other guides, most 
intended for utilities themselves, that seek to make 
the sometimes overwhelming challenges of security 
more tractable.

Altogether, these resources, listed in Appendix 
D, deliver some extremely helpful information for 
utilities seeking direction in securing both their IT 
and their OT systems and networks. Other helpful 
resources include GAO reports on successes and fail-
ures in grid security, particularly the performance 
of the Department of Energy, FERC, and NERC. The 
Department of Energy has also published security 
roadmaps to help utilities, suppliers, and integrators 
better understand how to secure OT systems.

A More Secure Electric Grid
The U.S. electric grid is part of critical national 

infrastructure; in fact, as none of the other sectors 
can operate without it, it is arguably the most critical 
of all. At the time of this writing, there is a tremen-
dous amount of good work being done to advance the 
state of grid security by members of industry, gov-
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ernment, academia, and, especially, by professionals 
in the utilities themselves. Yet for reasons described 
earlier, many people believe that the U.S. grid is still 
inadequately protected against increasingly power-
ful and persistent cyber threats.

Part of the security problem can be attributed 
to the complexity of the grid itself, as well as to the 
overwhelmingly complex software and communica-
tions systems that help manage it. For too long, elec-
tric utilities, like other critical infrastructure pro-
viders, have accepted ever-increasing technological 
complexity as the natural state of things. It is very 
hard, however, to secure a system one can barely 
understand. Therefore, utilities should reconsider 
their acceptance of complexity, and consider moving 
to a position where simplicity becomes a value to be 
pursued. Over the coming years, utilities should be 
guided, through collaboration with government, to 
streamline and simplify their IT, OT, and communi-
cations to the greatest extent possible.

Other recommendations touch upon organi-
zational issues, such as updating the governance 
model and organization chart to better meet the 
challenges stemming from changes in how systems 
are connected and the ever increasing capabilities of 
adversaries.

The biggest challenge, though, may be the pro-
found lack of rudimentary tools and metrics to 
describe the levels of security capabilities at indi-
vidual utilities or across portions of the grid. Absent 
a mutually agreed way of characterizing relative 
preparedness strengths or weaknesses, neither the 
regulators nor the utilities have a means for estab-
lishing a baseline, and without a baseline, it is impos-
sible to build road maps to desired, higher-function-
ing states.  Therefore, the first recommendation is 
about security metrics. Though much of the work 
to be done rests in the hands of the private sector, 
there are key steps Congress, the Administration, 
and states can take to help ensure the security of the 
electric grid. These include:

Enabling effective information sharing by 
removing legal ambiguities to sharing, provid-
ing strong protections for sharers, and estab-
lishing a clear mechanism for sharing.  Entities 
that share cybersecurity information need certain 
protections. These protections include exempting 
all shared information from FOIA requests and reg-
ulatory use, and providing information sharers with 
strong liability protection. Effective information 

sharing requires the government to share fully and 
in a timely manner with the private sector through 
a public-private partnership established for this 
purpose, as well as through already existing ISACs. 
Information sharing must work in both directions so 
that utilities and government are receiving the latest 
in cybersecurity threat and vulnerability informa-
tion from each other.39

Working collaboratively with utilities to 
encourage cybersecurity performance mea-
surement. The capacity to improve the security 
stance of utilities begins with a common language to 
describe the ways in which they are currently pro-
tected against current threats.

Improvements are gradually being  
made to the U.S. electric grid through  
the normal acquisitions process.

Metrics should not be focused on technologies 
and system-level information, while such may well 
be included. The types of metrics that are most need-
ed are those that measure cybersecurity awareness 
throughout an organization as well as the effective-
ness of clearly defined responsibilities and programs. 
Measurements for presence of malware, client and 
trusted-user susceptibility to common attack types, 
and presence of security considerations as docu-
mented in strategic plans, contracts, component 
solicitation, supply-chain validation, and executive-
level tracking are examples.

This effort should also be undertaken with the 
goal of providing a common language and set of 
expectations for regulators and utilities, with an 
emphasis on performance over compliance. The 
Administration should realize that time will allow 
these measures to develop into a set of consistent 
best practices and measures, ultimately leading to 
applicable maturity models, but those should be seen 
as evolutions of this initial effort; given the imma-
turity of security in this space, there needs to first 
be agreement on what is common, what is expected, 
what is desired, and what is possible.

To that end, the Department of Energy’s Elec-
tricity Subsector Cybersecurity Capability Matu-
rity Model (ES-C2M2) is a good starting point. As 
it informs the NIST CSF, and as it is improved in 
subsequent versions, so will utilities’ ability to self-
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assess and map out better positions to improve as 
well. The Administration should engage with and 
support utilities as they gradually improve their 
cybersecurity.

Realizing that the electric grid is already 
making strides to improve its cybersecuri-
ty. Over time, utilities will become more secure as 
older, insecure systems are retired and newer, more 
secure systems take their place. Congress and exec-
utive and regulatory agencies should realize that 
improvements are gradually being made to the U.S. 
electric grid through the normal acquisitions pro-
cess.

In those cases where there is a long lag time, or lit-
tle opportunity to update critical systems, utilities 
should develop strategies to reduce risk and increase 
visibility through mitigating controls, newer tech-
nologies, and interfaces that broker relationships 
between these systems and the rest of the network, 
trusted or untrusted. In these cases, the executive 
branch should avoid costly, mandatory regulations 
that will require specific fixes and instead collabo-
rate with industry and encourage its members to:

nn Create an inventory of all systems, networks, 
applications, and databases, focusing on a reduc-
tion of redundancy, unnecessary connection, and 
elimination of any unneeded points of access;

nn Create a governance and change-management 
plan that will ensure that the systems they plan 
to continue using are configured properly for 
security, patched promptly, and accessible only 
by those who have a need to use them; and

nn Even though they may not be able to secure all 
legacy systems, especially in OT, to their satis-
faction, ensure that any new systems purchased 
and deployed comply with the utilities’ security 
policies.

Encouraging private-sector cyber aware-
ness, education, and training by working with 
industry to develop dynamic education pro-
grams. While the media and pundits speak out 
frequently, and often greatly hype, about various 
threat sources—whether nation-states, terrorist 
groups, hacktivists, or criminals—there is little that 
is of material benefit to utilities on that vague level of 
understanding. On the other hand, feel-good secu-

rity measures only lead to a false sense of security. 
Instead of either extreme, there are things that utili-
ties should be hearing and measures they should be 
taking to make themselves much tougher targets to 
breach. In almost all published breaches, the breach 
inception occurs through a variety of relatively sim-
ple causes rooted in a lack of consistency, awareness, 
and investment.

Since many if not most IT breaches result from 
uninformed human behaviors, like clicking on 
benign-looking but malicious links in e-mails, the 
U.S. should pursue widespread cybersecurity educa-
tion and training. This should be accomplished in a 
number of ways, including through meaningful and 
consistent, but not hyped, warnings and briefings 
from government officials. Additionally, the Admin-
istration should direct DHS and regulators to work 
with industry groups in encouraging and updating 
cybersecurity education policies that cover both 
general cybersecurity hygiene as well industry-
specific policies. Ideally, this education will be for-
mulated by the private sector itself. Specifically for 
the grid, utilities should create awareness programs 
that will help each employee to better understand 
his responsibility in maintaining the utilities’ own 
systems and corporate networks.

Utilities should train their employees to be more 
wary of problems through regular interaction with 
security content, substituting traditional long-form 
education with more interactive training, exercises, 
and testing. The government can and should provide 
assistance to utilities in building this kind of cyber 
awareness.

Recognizing and reinforcing the crucial role 
that states play in oversight of utility cyberse-
curity within their borders since NERC CIPs 
cover only a small percentage of overall grid 
assets. States have purview over the lion’s share 
of grid assets, and while state utility commissions 
will likely never match the subject-matter exper-
tise or technical acumen of the electric utilities they 
regulate, they must improve their understanding of 
cybersecurity basics at least enough to perform their 
oversight role more effectively. The mismatch seen 
in many states today, where commissions have no 
choice but to take utilities at their word that they are 
prioritizing cybersecurity spending and activities 
appropriately, is not healthy for either side nor is it 
likely to provide best results for their many and vari-
ous customers. For state commissions, the best place 
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to start is the National Association of Regulatory 
Commissioners Cybersecurity Guidelines for State 
Commissions, which is at once a concise primer and 
a source of targeted questions useful for sparking 
informative two-way conversations between utili-
ties and state commissions on cybersecurity.

Incentivizing security enhancements. Sup-
pliers of IT and particularly OT technologies to utili-
ties need to design and deliver systems with secu-
rity capabilities that are appropriate for the times. 
In order to motivate this private-market behavior, 
utilities need to specify, purchase, and field systems 
with security as a baseline criterion, so that security 
will organically improve as older systems fail or are 
retired.

To encourage this behavior, the Administration 
should develop, refine, and select from among the 
candidates incentive categories generated as part of 
the NIST CSF effort. In particular, the Administra-
tion should work with Congress to promote:

nn Cybersecurity insurance for utilities provided by 
private insurers,

nn Strong liability limitations for information shar-
ing and cybersecurity actions,

nn Streamlined regulations,

nn Stronger support for utilities’ requests for addi-
tional cybersecurity investments during rate-
case proceedings, and

nn Cybersecurity research by the private sector and 
government.

Fostering good behavior throughout the elec-
tric power ecosystem by assisting in the devel-
opment of a viable liability system for cyberse-
curity. Neither federal nor state governments are 
agile enough to offer detailed, prescriptive guidance 
to utilities on how they should secure themselves. 
This is a fact and a natural consequence of a robust 
deliberative legislative and regulatory process.

The potential for losses as a result of a cyberse-
curity failure can however be used to push utilities 
to seek reasonable levels of cybersecurity. Instead 

of mandating specific actions that will consistently 
change as threats and technologies change, the U.S. 
should  motivate proper security by allowing com-
panies to be civilly liable for lax or improper secu-
rity rigor in cases where breaches and difficulties are 
exposed. On the other hand, there may be a place for 
liability limits, such as through the SAFETY Act, in 
order to prevent a chill on cybersecurity innovation. 
Congress should investigate more fully if and where 
these limits might be needed.

Currently, boards of directors for utilities are 
often unaware of and unconcerned with the details 
of their utilities’ cybersecurity and risk. However, 
being liable for cyber breaches and having insur-
ance premiums based on a utility’s security level can 
change this dynamic and force boards to consider 
the real reputational and financial risks of lax cyber-
security. While every organization and utility will 
respond differently to understanding and mitigat-
ing its cyber risks, utilities with engaged boards of 
directors, who have a clear Common Operating Pic-
ture of their utilities’ cybersecurity and cyber risk, 
will likely handle cyber challenges in more thought-
ful and meaningful ways. Such actions will demon-
strate to federal and state regulators and all other 
stakeholders (including Congress) that the utility is 
taking concrete steps to improve its cybersecurity 
operations and awareness.

Going Forward
There is much to learn from the modernization 

that has been undertaken, and in fact, will continue, 
in different industries. Similarly, there are already 
good examples and precedents for achieving higher 
levels of security at U.S. electric utilities. No new 
technologies need be created or deployed to get the 
grid to a better, more secure place. Rather, a few, 
straightforward strategies, promoted by senior gov-
ernment leadership and adopted by utilities, have 
the potential to produce markedly better results. 
If the outcomes of these recommendations can be 
achieved, in full or even in part, the U.S. grid, and all 
the other critical infrastructures that depend on it, 
will attain a demonstrably improved security posi-
tion. And the United States will have reduced this 
currently substantial category of risk to a level that 
is significantly more manageable.
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Appendix A:

Security Terms to Know
Knowing these definitions will not make you 

an instant cybersecurity expert, but should help 
to remove some of the mystery from a topic that is 
often considered too technical and esoteric for gen-
eralists to understand:

nn Access control: methods to ensure that only 
authorized persons (or machines) are allowed to 
access a system or network.

nn Application security: using secure program-
ming techniques or application scanning tools to 
identify and remove vulnerabilities in software 
that could be exploited by attackers.

nn Attack surface: the total number of path-
ways into a network or system that an attacker 
could attempt to use. Defenders have to under-
stand attack surfaces of their systems in order 
to reduce them as much as possible and defend 
what is left.

nn Data security: ensuring that sensitive data is 
only accessible by approved systems and users.

nn Defense in depth: an organization should not 
count on any single layer of cybersecurity to 
protect the system from all threat types; rather, 
the organization should deploy multiple rings 
of different types of defense—defense in depth—
to make it more likely that an attacker will be 
thwarted by at least one of them.

nn Encryption and cryptography: scrambling 
data using a “key” algorithm before moving it 
across a network. Also refers to scrambling data 
at rest, as in when they are saved on a storage 
device.

nn Patch management: software has become so 
complicated that vulnerabilities continually 
arise out of that complexity. When they do, often 
thanks to hackers, testers, and analysts from all 
walks of life, the company that created the soft-
ware will often create a “patch” to fix it. Unfor-
tunately, security patches are also software, 
and often create as many vulnerabilities as they 
resolve. This pattern repeats itself endlessly.

nn Penetration (or Pen) Testing: instructing 
one’s own personnel, or third parties, to attempt 
to break into one’s own networks and systems. 
When they are successful, their job is to docu-
ment how they breached the system, and recom-
mend steps for closing off those routes.

nn Shodan: a search engine that reveals all Inter-
net-connected devices, including a great many 
from the energy sector, including generators and 
other OT equipment.

nn Zero-day attacks: refers to existing vulnerabili-
ties that have yet to become official “known vul-
nerabilities.” They are particularly valuable and 
can be sold by the person or organization that dis-
covers them, as they can be assumed to be present 
and unpatched in every deployed version of that 
operating system or application.
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Appendix B:

NERC CIPs: Past, Present, and Future
Version 1 of the NERC CIPs had its origin in 2005 

with the passage of the Federal Power Act; subse-
quent versions have largely been responses to FERC’s 
Order 706, the “Mandatory Reliability Standards for 
Critical Infrastructure Protection” in 2008. Prior to 
the CIPs, FERC was responsible for monitoring and 
ensuring reliability but did not have a cybersecurity 
function. The first version omitted several cyberse-
curity basics, such as pen testing, encryption, and 
software security. Subsequent versions address 
security controls more comprehensively.

Versions 1, 2, and 3 of the CIPs gave utilities lee-
way in developing their own custom risk-manage-
ment process to determine which of their generators, 
transmission assets, or control centers should be 
considered critical and, therefore, subject to man-
datory CIP controls and audits. Many utilities erred 
on the side of excluding assets in their risk-manage-
ment processes.

With version 4, approved by FERC in 2012, NERC 
has provided “bright line criteria,” which remove 
wiggle room by giving utilities cutoff points for 
determining which systems are critical and must 

comply with the CIPs. Version 5, passed by NERC in 
2012 and awaiting approval or rejection by FERC at 
the time of this writing, will encompass many more 
systems by requiring utilities to categorize all their 
bulk assets as high-impact, medium-impact, or low-
impact. While there is still a large amount of uncer-
tainty about how this will play out, NERC will be 
auditing more of the bulk electric system, and the 
audits also mean much new work for utilities, most 
of which already feel overburdened by CIP compli-
ance costs and activities.

Lastly, a largely one-sided debate rages in the 
community claiming that compliance does not 
equal security, and that the CIPs are distracting 
utilities from more effective security work. On the 
other hand, many utility security personnel who 
have been working the CIP program since version 
1 report that their companies are more aware and 
more secure at this point than they would have been 
without the mandatory program. Regardless, the 
CIPs will remain for the foreseeable future, and the 
utilities’ challenge is to do an increasingly good and 
efficient job of achieving and demonstrating compli-
ance, while keeping themselves as secure as possible.
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Appendix C:

Economic and Business  
Challenges to IOUs May Threaten 
Cybersecurity Investments

In a recent report on potentially disruptive 
threats to the industry, the U.S. electric utility advo-
cacy group Edison Electric Institute (EEI) reviewed 
current trends in the adoption of distributed energy 
resources (DER) by consumers and warned IOUs 
that their timeworn business model may not be sus-
tainable much longer.

More specifically, EEI laid out the economic chal-
lenges:

[The] headwinds facing the sector are signifi-
cant. Concerns start with the anemic electricity 
demand, which has been primarily impacted by 
the overall economic climate but also impact-
ed by demand-side efficiency programs and the 
emergence of DER. Next, there is the need to 
deploy capital investment at almost twice the 
rate of depreciation to enhance the grid and 
address various regulatory mandates. Soft elec-
tricity demand plus increasing capital invest-
ment lead to rate increase needs and the invest-

ment uncertainty created by a future active rate 
case calendar. While sell side analysts are expect-
ing EPS [earnings per share] growth of 4 percent 
to 7 percent overall for the regulated sector, this 
is likely to be quite challenging. If investor expec-
tations are not realized, a wholesale reevaluation 
of the sector is likely to occur…. [Also, this] set 
of dynamics can become a vicious cycle…that, in 
the worst-case scenario, would leave fewer cus-
tomers remaining to support the costs of a large 
embedded infrastructure system.40

These types of alarms have been sounded by 
the energy sector, as well as by the journalists that 
cover it, for a little while, but when the normally 
conservative EEI begins relaying messages this 
cautionary, it is a signal to many that large changes 
may be coming to the sector sooner than previously 
anticipated. This is concerning from a cybersecuri-
ty perspective, since companies struggling to mas-
ter corporate survival challenges may be less will-
ing to fund cybersecurity investments, even if they 
see them as necessary.
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Appendix D:

Key Guidance Documents
A variety of information is available to companies 

and organizations with responsibility for cybersecu-
rity in the electric grid. Following is some of the key 
guidance:

nn Edison Electric Institute, “Principles for 
Cyber Security and Critical Infrastructure 
Protection,” September 9, 2010, http://www.
eei.org/Documents/cyber_security_principles.
pdf (accessed November 19, 2013). This offers 
cybersecurity guidance for the industry in gen-
eral, and the large IOUs in particular, as well as 
recommendations for the best ways in which the 
government can provide support.

nn Miles Keogh and Christina Cody, “Cyberse-
curity for State Regulators 2.0,” The Nation-
al Association of Regulatory Utility Com-
missioners, February 2013, http://www.naruc.
org/grants/Documents/NARUC%20Cybersecu-
rity%20Primer%202.0.pdf (accessed November 
19, 2013). This is an excellent primer to help state 
commissioners, most without any cybersecurity 
background, understand the relevant issues. It 
also arms commissioners with sample questions 
on cybersecurity policies and practice designed 
to elicit helpful responses.

nn National Rural Electric Cooperative Associa-
tion (NRECA), “Guide to Developing a Cyber 
Security and Risk Mitigation Plan,” 2011, 
http://www.smartgrid.gov/sites/default/files/
doc/files/CyberSecurityGuideforanElectricCo-
operativeV11-2%5B1%5D.pdf (accessed Novem-
ber 19, 2013). Often minimally staffed and under-
funded, rural utilities are responsible for electric 
power services for the majority of the landmass 
of the United States. Knowing their limitations as 
well as their obligations, NRECA’s guide is both a 
primer and an instruction manual intended to 
help smaller utilities carry out necessary cyber-
security functions.

nn U.S. Department of Energy, “Electricity 
Subsector Cybersecurity Maturity Model 
(ES-C2M2) Program,” http://energy.gov/oe/
services/cybersecurity/electricity-subsector-
cybersecurity-capability-maturity-model-es-
c2m2 (accessed November 19, 2013). This model is 
a first attempt to help utilities baseline their cur-
rent security posture, identify gaps, and develop 
road maps for improvement in categories that 
align with their business requirements.

nn U.S. Department of Energy, “Electricity Sub-
sector Cybersecurity: Risk Management 
Process,” March 2012, http://energy.gov/sites/
prod/files/RMP%20Guideline%20Second%20
Draft%20for%20Public%20Comment%20-%20
March%202012.pdf (accessed November 19, 
2013). This guideline helps translate cybersecu-
rity tasks and priorities into a risk-management 
framework that fits within the larger risk-man-
agement context at a utility.
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